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Abstract
At this time, cyberattacks represent a constant threat. Many
approaches exist for detecting suspicious behaviors, but
very few of them seem to benefit from the huge potential
of mathematical approaches like spectral graph analysis,
which are able to extract topological features of a graph
using its Laplacian spectrum. For this reason, we consi-
der our network as a dynamic graph composed of nodes
(representing the devices) and of edges (representing the
requests), and we compute its Laplacian spectrum across
time. Since an important change of topology inducing an
important change in the spectrum, we propose new detec-
tors using information on spectrum dynamics for detecting
advanced cyberattacks. The first evaluations show that the
approach is promising.
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1 Introduction
The frequency of cyberattacks has been rising dramatically
over the years, with an increasing number of threat ac-
tors from nation-states and hacker groups that are getting
involved in such activities. The shortage of skilled perso-
nal needed to counter these threats grew at the same time.
Skill shortage leads to an increased need for automation of
cybersecurity analysis, and thus more expressive and po-
werful models for the detection of cyberattacks. To effi-
ciently ease cybersecurity risks, we need advanced solu-
tions that allow us to relate and analyze connections on a
practical scale. Defenders usually depend on lists : alerts
and logs from software tools, and thus supporting heteroge-
neous data sources and formats.
Attackers can find a weakness in the network and exploit it
to gain access to more devices. Graph data representation
and graph analysis models grow as a promising approach
to support analysis, detection and reaction capability, provi-
ding a high level of transparency with respect to the origin
of alerts, and of explainability to help the security analy-
sis react to identified malicious actions. Graphs nowadays

FIGURE 1 – Information extraction using spectral graph
analysis

are concepts that have been widely used in various appli-
cations especially in the cybersecurity domain [1–3] Using
graphs, we can cover cybersecurity patterns and detect ano-
malies and threats on networks [4, 5]. Usually, we model
a network as a graph G = (V,E) whose nodes V are the
devices and whose edges E are the i.e. the communications
between nodes.
The proposed approach in this paper involves extracting the
spectrum of the Laplacian of dynamic graphs and analy-
zing its evolution for the purpose of detecting cyberattacks
(see Fig. 1). The goal is to detect topological patterns using
spectral graph analysis, to allow us to identify cyberattacks
types.

2 State-of-the-Art
Let us present a brief overview of the current state-of-
the-Art in matter of anomaly detection and cyberattacks.
For anomaly detection [6], such approaches are statisti-
cal ones [7] and ML-based ones [8]. The shortage of la-
beled data in network security poses a challenge in trai-
ning classifiers effectively, and the limited existing labe-
led data may not be applicable to other contexts as noted
by [9]. However, graph-based machine learning techniques
are expected to have a considerable impact on the develop-
ment of next-generation cybersecurity systems. One such
technique is walk-based sampling, which involves sampling
graph-structured data by traversing through the graph using
walks. This approach has been investigated in previous stu-
dies [10,11] that introduce the DeepWalk and node2vec me-
thods, respectively. Deep learning has gained significant at-
tention in the field of graph data, with Graph Convolutional
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FIGURE 2 – IP-IP graph representation for Ton-IoT, IoT
Healthcare Security, and Bot-IoT data sets

FIGURE 3 – Two different scenarios. On the left side, Sce-
nario 1 : many interconnections depict that a threat is occur-
ring in the network. On the right side, Scenario 2 : a « nor-
mal » scenario is depicted with no excessive connections or
huge packets.

Networks [12, 13] (GCN) being the best choice for graph
data learning tasks. Another approach is Graph Attention
Networks [14], which utilize the self-attention mechanism
to encode hidden representations of each node.
Spectral graph analysis is a useful tool for extracting to-
pological properties from graphs [15]. The Laplacian spec-
trum can provide features such as the number of connected
components, the bipartiteness [16], and the robustness [17]
to edge rewiring. Spectral analysis has been applied to cy-
bersecurity, such as in change detection in TCP packet
transport [18], in forensic evidence analysis [19], in com-
plexity reduction of graphs [20], in various attacks iden-
tification [21], in clustering evolving graphs [22], and in
anomaly detection. Techniques like power spectral den-
sity [23], diffusion and spectral methods, dictionary lear-
ning, and hypothesis testing have been used in these ap-
proaches.

3 Proposed metrics
In order to effectively evaluate changes in the spectra resul-
ting from different datasets Fig. 2, it is necessary to consi-
der a range of metrics. By observing the spectrum at va-
rious timestamps and tracking the graph’s evolution, it be-
comes possible to identify different factors that can impact
the spectrum. Examples of such factors include flooding of
packets, node connectivity, and degree of nodes. To facili-
tate the evaluation of such changes, we propose four me-
trics.

FIGURE 4 – From left to right, the four dynamic metrics µ1

to µ4 in Scenario 1.

FIGURE 5 – From left to right, the four dynamic metrics µ1

to µ4 in Scenario 2.

The first metric, µ1, called the connectedness, is based on
the number of connected components in the graph. This me-
tric is useful for evaluating the overall connectivity of the
network, and can provide insights into potential areas of
weakness or vulnerability.
The second metric, µ2, called the flood value, takes into
account both interconnections and the weights of connec-
ting edges. This metric is designed to quantify the flooding
events on the network which can have a significant impact
on network performance and security.
The third metric, µ3, called the wiringness, is primarily in-
fluenced by the degrees of the nodes of the graph. Nodes
with a high degree of connectivity indicate potential areas
of interest for further analysis.
Finally, the fourth metric, µ4, called the asymmetry, mea-
sures the cardinality of identical patterns in the network.
The variation of the number of patterns in the network can
be a sign of potential threat.
Thanks to these metrics, it becomes possible to gain va-
luable insights into potential security threats or other issues
impacting network performance.

4 Experiments and observations
Consider a graph G that represents a network of intercon-
nected devices, where the nodes V represent devices and
edges E represent the connections between these devices,
with weights W corresponding to the amount of data trans-
mitted. In Scenario 1 (see Figure 3), we propose to start
with a graph consisting of N = 8 separate connected com-
ponents and gradually connecting the central nodes, as if
a threat is occurring. It has been observed that most of
the traffic information is stored in the first and last N va-
lues of the spectrum. In Scenario 2 (see Figure 3), we start
with N = 8 disconnected star graphs and gradually es-
tablish connections between non-central client nodes and
central server nodes or between two central server nodes.
The corresponding edge in the adjacency matrix is assigned
a weight of 10 to represent the connection. This scenario is
considered normal. Let us recall that the bigger the metric,
the bigger the risk of a threat. If we observe the dynamic
metrics (see Figures 4, 5) , we understand that, compared to
a normal case, the threatening case is easily detected.



5 Conclusion and future works
As we have observed through many experiments (not de-
picted in this paper due to a lack of space), strong changes
in the topology of the network due to threats imply strong
variations in our metrics ; threats can then be detected more
easily and in a more explainable way. The next phase of
our research involves applying these metrics to real-world
datasets. However, working with real-world datasets pre-
sents numerous challenges, particularly when attempting
to detect changes in the behavior of large graphs. To ad-
dress these challenges, we plan to apply explainable ma-
chine learning algorithms to detect threats, allowing us to
provide detailed warnings to network administrators when
malicious activity is detected.
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