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Résumé
Dans le cadre d’un projet de recherche sur l’évaluation
de la maintenabilité des logiciels en collaboration avec
l’équipe de développement, nous avons voulu explorer les
dissensions entre les développeurs et le facteur confondant
de la taille. A cette fin, cette étude a reproduit et étendu une
étude récente de Schnappinger et al. avec la partie publique
de son jeu de données et les métriques extraites de l’outil
basé sur les graphes Javanalyser. L’ensemble du proces-
sus de traitement a été automatisé, de l’extraction des mé-
triques à l’entraînement des modèles d’apprentissage au-
tomatique. L’étude a été étendue en prédisant la mainte-
nabilité continue pour prendre en compte les dissensions.
Puis, tous les entraînements ont été dupliqués pour éva-
luer l’influence globale de la taille de la classe. Au final,
l’étude originale a été reproduite avec succès. De plus, de
bonnes performances ont été obtenues pour la prédiction
de la maintenabilité continue. Enfin, la taille de la classe
n’était pas suffisante pour une prédiction fine de la mainte-
nabilité. Cette étude montre la nécessité d’explorer la na-
ture de ce qui est mesuré par les métriques du code. Elle
constitue également la première étape dans la construction
d’un modèle de maintenabilité.

Mots-clés
Maintenabilité des logiciels, prédiction de la maintenabi-
lité, classification ordinale, jugement d’expert, apprentis-
sage automatique.

Abstract
As part of a research project concerning software maintai-
nability assessment in collaboration with the development
team, we wanted to explore dissensions between develo-
pers and the confounding effect of size. To this end, this
study replicated and extended a recent study from Schnap-
pinger et al. with the public part of its dataset and the me-
trics extracted from the graph-based tool Javanalyser. The
entire processing pipeline was automated, from metrics ex-
traction to the training of machine learning models. The
study was extended by predicting the continuous maintaina-
bility to take account of dissensions. Then, all experimental

shots were duplicated to evaluate the overall influence of
the class size. In the end, the original study was success-
fully replicated. Moreover, good performance was achieved
on the continuous maintainability prediction. Finally, the
class size was not sufficient for fine-grained maintainabi-
lity prediction. This study shows the necessity to explore the
nature of what is measured by code metrics, and is also the
first step in the construction of a maintainability model.

Keywords
Software Maintainability, Maintainability Prediction, Ordi-
nal Classification, Expert Judgment, Machine Learning.

1 Introduction
According to the ISO 25010 [20], software maintainabi-
lity is defined as the efficiency with which the develop-
ment team can fix a defect within a software, or implement
an evolution according to a change of the needs. Software
maintenance represents an important part of software deve-
lopment costs in time [5, 3, 10, 33, 9]. Assessing the main-
tainability of a piece of software is therefore important to
ensure the control of these costs.
Our research project concerns software maintainability as-
sessment in collaboration with the development team. Our
goal is to pinpoint maintainability problems within a Java
program, while taking into account team preferences and
potential disagreements between developers.
Most studies use static code metrics to predict software
maintainability [1, 12]. Very often, they study the source
code at the class-level, because it is both a convenient and
sizeable way to talk about code [35]. One group of stu-
dies uses the number of changed code lines as a proxy for
the maintenance effort [22, 25, 29, 31, 39, 40]. Another
group of studies is based on the prediction of expert as-
sessments [18, 19, 34, 38]. However, the relation between
the number of changed code lines and maintainability is not
established [35]. Kafura and Reddy even states that develo-
pers tend to avoid modification of complex part of the pro-
gram during maintenance [21]. That is why, in this work,
we focused on prediction of expert assessments.
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A study from Schnappinger et al. [37] explore human-
level maintainability prediction based on static code me-
trics, specifically the distinction between easy and hard-
to-maintain code and a more fine-grained ordinal classifi-
cation problem. This study is based on a recent high qua-
lity software maintainability dataset [35, 36], also built by
Schnappinger et al. . This dataset targets Java classes and
represents maintainability as an ordinal four-part scale per-
centage agreement. However, only the open-source part of
the dataset is publicly available. Additionally, due to a very
large number of existing tools [30, 2] and their lack of
agreement [4, 28, 8], the extraction of metrics from the da-
taset is quite hazardous. In addition, the original study uses
numerous tools, including unpublished ones [37]. So to ra-
tionalize the extraction of metrics, we chose to use Javana-
lyser [4] which we developed to extract metrics solely ba-
sed on the structure of the source code. Javanalyser 1 is an
open-source graph-based static code analysis tool that leve-
rages declarative programming as formal definition of me-
trics. Moreover, the study only reports performance results,
but the implementation to train the machine learning mo-
dels is not available. Therefore, our first goal was to check
we could independently replicate the findings of Schnap-
pinger et al. with a full open-source setup available to the
community, including Javanalyser for metrics extraction.
Then, the study from Schnappinger et al. models maintai-
nability prediction as an ordinal classification problem. The
maintainability category of a Java class is determined by
taking the most probable among experts as the response
variable. However, while building their dataset, Schnap-
pinger et al. notes that disagreement between experts is
frequent [35]. To be able to work in collaboration with de-
velopment teams, we wanted to predict potential disagree-
ment. This is why we chose to additionally study a conti-
nuous representation of software maintainability.
Finally, the class size in lines of code is highly correlated to
many metrics [11, 13, 23, 26, 41] and is one of the most
used metric for maintainability prediction [37]. From an
engineering point of view, this is very surprising because
poor maintainability seems intuitively more connected to a
poorly built control flow or data flow. Moreover, modern in-
tegrated development environments make it easy to extract
code from a class to a new one. Therefore, class size may
be an unreliable measure to detect complex maintainability
problems. So, we tried to assess its overall influence when
predicting maintainability with this dataset.
In summary, the research questions replicated from the ori-
ginal study are :

— RQ1 : How well can classifiers distinguish between
easy and hard-to-maintain code?

— RQ2 : How good is the performance of the machine
learning models considering an ordinal label ?

The extension part of our study is related to these two re-
search questions :

— RQ3 : How good is the performance of the machine

1. https://gitlab.com/onepoint/research/
javanalyser

learning models considering continuous maintaina-
bility?

— RQ4 : What is the overall influence of class size on
maintainability prediction?

In this study, we extracted a total of 33 metrics from the
dataset with Javanalyser, and we replicated the study of
Schnappinger et al. following the same overall method.
Then we implemented an additional setup using regres-
sors instead of classifiers to test performance on continuous
maintainability. Finally, we duplicated the experiments with
only the class size as input, to assess its overall influence.
Lastly, we launched a total of almost 20 000 experimental
shots, each consisting of 150 individual machine learning
trainings. Along this study, we logged every training results
to help potential further research. To allow for the definition
and evaluation of new metrics and maintainability models,
we open-sourced the implementation and the results of our
experiments under the MIT licence (see section 3).

2 Method
This section begins by presenting the core replication of
Schnappinger et al. ’s study, that is the dataset and the base
experimental setup. Then the extension is presented with
the prediction of a continuous maintainability and the size
experiments.

2.1 Replication
2.1.1 Dataset
The present study uses the public part of Schanappinger’s
dataset [35, 36]. Basically, it consists of a listing of 304
classes with their source code, drawn from 5 open-source
projects : ArgoUML 2, Art of Illusion 3, Diary Manage-
ment 4, JUnit 4 5, and JSweet 6. Each Java class is label-
led along 5 axis : readability, understandability, complexity,
modularity and overall maintainability. Each Java class was
assessed by several experts independently of its relation to
other classes.
As the original study, this work focused on the overall main-
tainability. It is represented as a set of 4 probabilities corres-
ponding to the evaluation of the experts on a 4-class Likert-
scale. Each probability corresponds to the ratio over the
total for this Java class. The original study refers to these
probabilities with the labels Class-A, Class-B, Class-C, and
Class-D, where Class-A is highly maintainable and Class-
D is poorly maintainable. The table 1 shows that this dataset
is heavily unbalanced, both in terms of maintainability la-
bels distribution and project data points. For instance, Diary
Management has only 11 data points, none with a Class-D
maintainability assessment.
The extraction of metrics was done with Javanalyser [4].
Some minor modifications of the source code of ArgoUML

2. https://github.com/argouml-tigris-org/
argouml

3. http://www.artofillusion.org/
4. https://sourceforge.net/projects/

diarymanagement/
5. https://junit.org/junit4/
6. http://www.jsweet.org/
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TABLE 1 – Dataset distribution
Project Class-A Class-B Class-C Class-D Total
ArgoUML 34 25 11 4 74
Art of Illusion 10 20 25 18 73
Diary Management 7 2 2 0 11
JUnit 4 60 12 1 0 73
JSweet 63 5 2 3 73
Total 174 64 41 25 304

and Art of Illusion were necessary to make them parsable.
Every modification is provided on the public repository as
diff files. Javanalyser builds the graph of the code by fol-
ding and simplifying the abstract syntax tree, and then que-
ries that graph to extract metrics. As a result, it computes
a slightly different version of class size in lines of code,
which is the number of statements (NOS), that is a formal
count of statement nodes within the code graph. It is worth
noting that even such a simple metric has many variants
among metric tools [4], whereas Javanalyser implements
formal definition of metrics.

2.1.2 Experimental setup from Schnappinger et al.
Here is presented a short version of the experimental setup
of the study of Schnappinger et al. [37]. Their study pre-
sents two classification problems :

— A binary separation problem to distinguish between
easy and hard-to-maintain code, where Class-A and
Class-B are considered to be maintainable, whereas
Class-C and Class-D are not ;

— An ordinal classification problem to predict the ma-
jority class assigned by the experts.

The original study preprocesses metrics (features) in three
ways. First, oversampling is used to account for the unba-
lanced dataset. As Schnappinger et al. , k-means-SMOTE
was used with the implementation described in [24] and
set k=2 due to the small dataset. Second, normalisation or
standardisation of features is applied to potentially improve
performance. Third, feature selection based on the mutual
information between the metrics and the target is leveraged
to select only a subset of available features. Each of these
preprocessing techniques was implemented as a conditional
setting and can be combined.
In their pre-study, Schnappinger et al. identify the six
most promising algorithms for their setup [37] : Gradient
Boosting [15], Ada-Boost [17], Extremely Randomized
Trees [16], Logistic Regression, Random Forests [7] and
the K-Nearest Neighbor classifier. Additionally, for the or-
dinal classification problem, they use 7 metamodels ba-
sed on these base classifiers (or their regressor versions).
One is the binary decomposition proposed by Frank and
Hall [14]. The others are proposed by Schnappinger et al. :
three chained binary classifiers, two probabilities classifiers
and a rounded regressor classifier. For comparison, a base-
line classifier that always predicts the majority class was
implemented for each problem. All these classifiers were
implemented using scikit-learn [32].
The original study uses many performance metrics to eva-
luate the models. The binary classification problem reports

its results with the F-score, and the Area Under the recei-
ver operating characteristic Curve (AUC) which is conside-
red as a better choice for binary classification [6]. The or-
dinal classification problems uses micro-averaged accuracy
(ACC), Cohen’s Kappa (Cκ) and Matthews Correlation Co-
efficient (MCC). It also uses Mean-Square Error (MSE) by
defining all intervals on the ordinal scale to be 1.
Every experiment was fully configured by a CSV file,
which also stored the results. Each experiment was ran-
domly sampled to explore the hyperparameters space wi-
thout being too time-consuming. In total, 20, 000 experi-
ments were sampled. Each experiment was repeated with
30 different random seeds. Like the original study, project-
wise cross-validation was used, However the performance
depends heavily on the chosen test project, because the da-
taset is heavily unbalanced between projects. That is why,
a shuffled stratified 5-fold cross-validation was implemen-
ted for better statistical comparison. The reported results
correspond to an average of these runs along the standard
deviation.

2.2 Extension
2.2.1 Continuous maintainability
After the core replication, the problem of the continuous
maintainability prediction was added. Continuous maintai-
nability is defined as the expected value of each maintai-
nability class. The scores ranging from 0 for Class-A to 3
for Class-D were assigned. This method allowed us to take
into account disagreement between experts, for instance a
continuous maintainability of 2.5 may correspond to half
the experts assigning Class-C and the other half Class-D.
Disagreement between experts could help to diagnose non-
trivial maintainability problem.
For this problem, a baseline classifier that always predicts
whole dataset expected maintainability was built, which is
a maintainability of 0.75. As the other problems, the Mean-
Square Error (MSE) was used for comparison. The mo-
dels were also evaluated against the Mean Absolute Error
(MAE), the Median Absolute Error (MedAE) and the R2

score (R2).

2.2.2 Size experiments
Finally, the overall influence of class size on maintainabi-
lity prediction was explored. For that purpose, each expe-
riment was duplicated and fed only the class size to the mo-
dels. Moreover, as the variance with the project-wise cross-
validation was quite important, the shuffled stratified 5-fold
cross-validation was necessary for a better statistical com-



TABLE 2 – Results of the project-wise binary separation
Classifier F-Score AUC
Average expert 0.88 0.83
Baseline 0.87 ±0.14 0.50 ±0
Baseloc 0.92 ±0.07 0.67 ±0.17
Original study 0.91 0.82
This study 0.93 ±0.06 0.90 ±0.10

FIGURE 1 – The influence of size on maintainability

parison.
To truly challenge the prediction power of the trained mo-
dels, some additional baseline classifier were implemen-
ted, hereafter referred to as ‘baseloc’ classifiers. They adapt
their prediction in function of the class size. For instance,
for the binary separation problem, the baseloc classifier pre-
dicts good maintainability if the size is under 275 lines of
code, otherwise it predicts poor maintainability.

3 Results
This section presents the best results of nearly 20 000 ex-
perimental shots, each consisting of 150 individual ma-
chine learning trainings, that is 5 folds (project-wise
or stratified) times 30 seeds. The dataset, the metrics
extracted, the processing code, and all the results are
available under the free (as in freedom) MIT licence
at https://gitlab.com/onepoint/research/
maintainability-dataset-analysis.
All our results are presented with the notation mean ±std,
std being the standard deviation. As the original study, the
tables 2, 3, 4, 5 present the best score that was obtained by
a classifier, that is two scores on the same row may not have
been performed by the same classifier.

The table 2 presents the replication of the first problem from
Schnappinger et al. ’s study. The table 3 presents the repli-
cation of the ordinal classification. Like in the original pa-
per, the measured performance depends heavily on the test
project. That is why, k-fold cross validation results were in-
cluded to overcome differences between projects.

Continuous maintainability ranges from 0 to 3, lower being

better. As shown by the figure 1, the increase of class size
clearly set a floor value for maintainability. The table 4 pre-
sents the results of continuous maintainability prediction.
The performances of a perfect ordinal classifier is included
for comparison with the ordinal classification problem. This
problem was not tested by Schnappinger et al. ’s study.

Finally, the table 5 presents the comparison of the perfor-
mance of models when fed with only the class size vs. all
metrics. This table is meant to be read vertically to com-
pare baseline, baseloc, size-only and all-metrics classifiers
for each problem. For simplicity, only the k-fold case is pre-
sented, the variability on the project-wise case being too
large.

4 Discussion
This section begins by discussing class-level maintainabi-
lity prediction problems. Then, disagreement between ex-
perts will be addressed as they are at the heart of these pro-
blems. Finally, the overall influence of class-size will shed
a new light on the way forward.

4.1 Class-Level Maintainability Prediction
As shown by tables 2 and 3, the study of Schnappinger et
al. [37] was successfully replicated with the metrics extrac-
ted by Javanalyser. On the binary separation problem, the
best classifiers outperformed the baseline and baseloc clas-
sifiers, and an average expert. On the ordinal classification
problem, the best classifiers outperformed the baseline and
baseloc classifiers, and reached human-level performance.
Moreover, concerning the continuous maintainability pro-
blem extension, the best classifiers outperformed the base-
line and baseloc classifiers. There is no data concerning an
average expert on this last problem. Thus, with respect to
the first three research questions (RQ1, RQ2, RQ3), trained
models performed well on binary separation, ordinal classi-
fication and continuous maintainability regression (respec-
tively).
However, the addition of the standard deviation showed
that the observed performance with project-wise cross-
validation was highly unstable. As a reminder, the stan-
dard deviation needs to be tripled to give a 99% confi-
dence interval. This was due to the unbalanced dataset (see
table 1), indeed a k-fold cross-validation approach shows
better deviations. In fact, oversampling cannot compensate
for imbalance between projects when using project-wise
cross-validation. Moreover, the table 3 shows that the re-
sults are very close to the original study with a k-fold cross-
validation setting. The original study includes 9 projects
within its dataset (5 open-source and 4 closed-source). To
reach production-grade standard deviations, the training da-
taset would need Java classes drawn from more projects,
until no differences are observed between project-wise and
k-fold cross-validation.

4.2 Dissent Between Experts
The dataset is built with a four-part Likert scale to not
overwhelm the experts [35]. However, when a class is glo-
bally maintainable, a minor problem could still be present
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TABLE 3 – Results of the ordinal classification
Classifier ACC MSE Cκ MCC
Average expert 0.70 0.41 0.53 0.53
Project-wise
Baseline 0.58 ±0.27 1.39 ±1.30 0 ±0 0 ±0
Baseloc 0.68 ±0.15 0.53 ±0.43 0.37 ±0.23 0.38 ±0.24
Original study 0.73 0.31 0.51 0.53
This study 0.74 ±0.12 0.39 ±0.32 0.46 ±0.18 0.47 ±0.18
K-Fold
Baseline 0.57 ±0.01 1.49 ±0.03 0 ±0 0 ±0
Baseloc 0.73 ±0.05 0.36 ±0.08 0.54 ±0.08 0.54 ±0.08
Original study 0.75 0.30 0.60 0.60
This study 0.77 ±0.04 0.27 ±0.06 0.61 ±0.07 0.61 ±0.07

TABLE 4 – Results of the continuous maintainability regression
Classifier MSE MAE MedAE R2

Project-wise
Baseline 0.85 ±0.50 0.79 ±0.18 0.82 ±0.20 -0.67 ±0.66
Baseloc 0.39 ±0.25 0.43 ±0.15 0.24 ±0.07 0.21 ±0.46
This study 0.28 ±0.22 0.33 ±0.14 0.19 ±0.12 0.41 ±0.44
K-Fold
Baseline 0.91 ±0.04 0.80 ±0.02 0.73 ±0.01 0 ±0.01
Baseloc 0.29 ±0.07 0.37 ±0.05 0.19 ±0.01 0.68 ±0.08
This study 0.18 ±0.05 0.26 ±0.04 0.10 ±0.04 0.80 ±0.06
Perfect ordinal 0.02 0.08 0.02 0.98

TABLE 5 – Size-Only vs All-Metrics k-fold results comparison
Binary sep. Ordinal class. Continuous maint.

Classifier (AUC) (MSE) (MSE)
Average expert 0.83 0.41 —
Baseline 0.50 ±0 1.49 ±0.03 0.91 ±0.04
Baseloc 0.84 ±0.05 0.36 ±0.08 0.29 ±0.07
Size-Only 0.95 ±0.03 0.35 ±0.08 0.27 ±0.06
All-Metrics 0.97 ±0.02 0.27 ±0.06 0.18 ±0.05



within it. For instance a method could be slightly too long
and should be split in two. Such problems would lead to
disagreement between expert, some assigning the Class-A
and some the Class-B.
On a continuous scale, the expected maintainability of a
class subject to disagreement is between two integers. This
disagreement occurs quite often as shown by the figure 1.
When building their dataset, Schnappinger et al. report di-
sagreement between experts in 73.4% of the ratings [35].
By measuring the distance between ratings, they estimate
that significant disagreement occurs in 17.2% of the cases,
and strong disagreement occurs in 1.2% of the cases.
A perfect ordinal classifier would have a MSE of 0.02
on the continuous maintainability prediction (and recipro-
cally). This shows that these problems are not far apart.
However, the MSE significantly improves from the ordi-
nal classification problem to the continuous maintainabi-
lity problem. This shows that predicting contentious cases
is more effective than predicting the winner (the majority
class). Despite this fact, a coarse binary separation to de-
tect the most problematic classes is very effective. This can
be seen on the figure 1 by drawing a horizontal line going
through the middle of the continuous maintainability scale
(1.5).

4.3 The Overall Influence of Class-Size
Size-only models show surprisingly effective performances
(see table 5). In fact on the binary separation and the ordi-
nal classification, size-only classifiers outperformed an ave-
rage expert. On the binary separation problem, other me-
trics only marginally improve performances. Concerning
the forth research question (RQ4), this confirms that class
size is a very effective metric to predict maintainability.
There is no consensus on the confounding effect of class
size [11, 13, 23]. Kitchenham argues that each line of code
as a whole has the same probability of exhibiting a de-
fect [23]. Nevertheless, table 5 shows other metrics help
to improve performances on the ordinal classification and
continuous maintainability problems. Thus, whatever the
correlation with class size, other metrics tend to be useful
for finer problems.
On that matter, Lemberger and Morel states that aggrega-
tion of metrics is not natural [27]. From that point of view,
it is not obvious to compute the class-level cyclomatic com-
plexity by summation of the complexity of its methods. It
would clearly be misleading to define the intelligence quo-
tient of a team by the sum of the intelligence quotients of its
members. The definition of scale-invariant metrics would
be a necessary step to assess the influence of each of them.

5 Conclusions
This study successfully replicated the study of Schnappin-
ger et al. on human-level ordinal maintainability predic-
tion [37]. However, the standard deviation remained very
high for the project-wise ordinal classification problem. All
the processing code, the dataset and the results are publicly

available to allow further research. 7 The extension of the
study with the continuous maintainability problem shows
that all baseline and baseloc classifiers are outperformed
by trained models. Finally, the analysis showed that mo-
dels trained with only the class size are very efficient to
detect coarse-grained maintainability problems and surpri-
singly outperformed an average expert. However, the class
size is not enough when the problem is sufficiently com-
plex, like the ordinal classification or the continuous main-
tainability. This study shows that there is a need to better
design the maintainability prediction problem and to bet-
ter define metrics in order to go beyond class-level analysis
and to be able to pinpoint maintainability problems within
classes.
Future works include building size-robust datasets with
classes from many projects. Designing better scale-
invariant metrics for static code analysis will be essential to
go further in maintainability prediction and analysis. Then,
executing controlled experiments to assert the individual in-
fluence of these metrics over the maintainability would be
very insightful to complement the experimental data collec-
ted in real situations. In the end, such metrics should be part
of a wider maintainability model.
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